Investigating Intuitive Granularities of Overlap Relations
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Abstract—We present four human behavioral experiments to address the question of intuitive granularities in fundamental spatial relations as they can be found in formal spatial calculi that focus on invariant characteristics under certain (especially topological) transformations. Of particular interest to this article is the concept of two spatially extended entities overlapping each other. The overlap concept has been extensively treated in Galton’s mode of overlap calculus [1]. In the first two experiments, we used a category construction task to calibrate this calculus against behavioral data and found that participants adopted a very coarse view on the concept of overlap, only distinguishing between three general relations: proper part, overlap, and non-overlap. In the following two experiments, we changed the instructions to explicitly address the possibility that humans could be swayed to adopt a more detailed level of granularity, that is, we encouraged them to create as many meaningful groups as possible. The results show that the three relations identified earlier (overlap, non-overlap, and proper part) are very robust and a natural level of granularity across all four experiments but that contextual factors gain more influence at finer levels of granularity.

I. INTRODUCTION

Research on granularities has a long tradition in cognitive computing and cognitive informatics. Tasks that require to flexibly change between different levels of granularity are omnipresent in the cognitive organization of spatial knowledge and are represented in numerous computational models and applications [2], [3], [4].

An important research endeavor in this context is the identification of intuitive levels of granularity in human conceptualizations and commonsense understanding of spatial relations. The understanding of this key part of human spatial cognition plays a crucial role in the design of intuitive user interfaces and of intelligent spatial reasoning and assistance systems. We can find different levels of granularity in several formal models of spatial relations, so-called spatial calculi, such as the prominent topological Region Connection Calculus (RCC) [5] and Intersection Model (IM) [6] calculi families. The same holds true for formalisms dealing with direction or orientation information where we can observe a recent trend towards approaches whose granularity is adaptable (see [7], [8]). In addition to capturing human intuition and categorization behavior, these approaches aim at improving the computational efficiency of processing spatial and temporal information by providing an adequate level of granularity sufficient to solve a particular task or for performing a task in a hierarchical manner. Overall, granularity is a key element of processing information or communicating it to a human user where involving too much detail would violate principles of cognitive ergonomics as discussed, for example in Clark’s 007 Principle: “In general, evolved creatures will neither store nor process information in costly ways when they can use the structure of the environment and their operations upon it as a convenient stand-in for the information-processing operations concerned. That is, know only as much as you need to know to get the job done.” ([9], p. 64).

While spatial calculi are widely acknowledged in both spatial and cognitive sciences (e.g., [10], [11]), there is comparatively little behavioral assessment of the question whether the distinctions made in the suggested formalisms, hereafter referred to as qualitative equivalence classes (QEC), actually are suitable to capture human intuition and categorization (see [12], [13] for overviews). In our research, we aim at remedying this situation by comparing the QEC-implied categories for fundamental spatial concepts with the cognitive behavioral data collected in free classification experiments in order to prove, disprove, or calibrate the cognitive adequacy of a formal model. In this article, we are addressing the question of intuitive granularities for the fundamental spatial concept of modes of overlap as formalized in a model by Galton [1] employing crowdsourcing approaches. To this end, we have designed several experiments that challenge findings that overlap is a largely undifferentiated concept from an intuitive or commonsense perspective. In the following, we will briefly discuss the notion of fundamental spatial concepts and the role of crowdsourcing in conducting experiments important for cognitive informatics. We continue by giving a short introduction to the modes of overlap calculus by Galton [1] and move on to detail the four experiments. We proceed with an analysis and presentation of the main results of our experiments, followed by a discussion and conclusions.

A. Fundamental Spatial Concepts

The notion of “fundamental spatial concepts” has been frequently discussed in the literature (see, for instance, [14], [15]). While there is no commonly accepted definition, the concept of invariants wrt. certain kinds of mathematical transformation provides a means to render it more precisely. The topic of invariants and their application for information processing and for defining formal distinctions between spatial concepts has been discussed by researchers from different fields, such as
cognitive and spatial sciences. Klein introduced the distinction between different geometries based on properties that remain invariant under particular transformations (see Erlangen program [16]). This allows for a distinction between Euclidean geometry, set-based geometry, and topology where the latter is concerned with properties that are preserved under topological transformations such as bending and stretching. This approach has been adopted by Worboys and Duckham as a framework for their chapter on Fundamental Spatial Concepts in [14]. The cognitive science community has always been interested in perceptual and cognitive invariants, which we also find to be associated with conceptual primitives (e.g., [17]). For instance, Klix [18] states that the human mind identifies invariant characteristics of information as the basis for cognitive processes when adapting to its environment. Another example is the work by Shaw [19] who uses the term transformational invariants to denote properties of objects and events that do not change from a group (set) theoretical perspective, stressing the importance of this concept for perception. Gibson, in his seminal work [20], refers to temporally constant characteristics of environments as structural invariants. His work has influenced many recent approaches utilizing the concept of invariants to explain, for instance, categorization and event cognition [21], [22]. Galton [23] also notes the importance of identifying invariants of environmental information and points out human’s ability to intersubjectively identify invariants of space and time which allows us to construct a shared understanding of our physical (and social) environments. Without this agreement on certain characteristics of spatial environments that ground our meaningful understanding of spatial environments [24], the concept of a shared reality and our ability to communicate about this reality would not be possible. In the previously mentioned work by Klix [18], topology is proposed as one of the best candidates for identifying invariants, a fact that is reflected by the role that topological aspects play in formal modeling approaches (see, for instance, [25], [10], [26], [27]).

B. Crowdsourcing for Behavioral Studies

The advent of crowdsourcing technology and platforms (e.g., Survey Monkey, Lime Survey, and Amazon’s Mechanical Turk (AMT)) over the last decade brought about the potential to change and substantially add to the way that knowledge about human spatial and spatio-temporal conceptualizations and representations can be investigated empirically [28]. In particular, AMT has developed into a serious alternative to using laboratory experiments and, as a result, received a lot of attention from researchers involved in behavioral research (e.g., [29], [30]). In AMT, simple tasks referred to as HITs (Human Intelligence Tasks) are outsourced to a workforce of registered users (often called “Turkers”) who anonymously perform the task and return the results to AMT for review by the requester. Additionally, restrictions can be placed by allowing only Turkers above a certain HIT approval rate, obtained through successfully completing experiments. If the work by a Turker is accepted by the requester, he/she will receive payment directly through AMT. Additional bonus payments for high quality work are also an option.

An important question regarding the utilization of AMT for behavioral experiments is how comparable results are to regular laboratory experiments. While several studies (e.g., [31]) indicate that this is indeed the case, our own pre-studies suggest that some caution is advisable. Our conclusion from several test experiments is that special measures and strategies have to be employed to ensure a high quality of the obtained experimental data. In particular, one has to put oneself in the position of the Turkers which typically is to maximize financial gain over time by finding the fastest yet correct way to perform a HIT. As a result, potential strategies of Turkers need to be taken into account and channeled when designing a behavioral study for AMT and setting up the reward system.

C. The Modes of Overlap Calculus

In this paper, we focus on topological relationships and the fundamental concept of modes of overlap between spatially extended regions as defined in the approach of Galton [1]. This approach has been developed in response to the somewhat indifferent or unspecific treatment of the concept of overlap in the most prominent topological spatial calculi, the already mentioned Region Connection Calculus, RCC [5], and Egenhofer’s Intersection Models, IM [6]. The RCC-8 and 9-IM variants of these calculi distinguish the same eight elementary spatial relations. Some of these relations are present in the table shown in Figure 2, namely as relations “a”, “aa”, “c”, “d”, “dd” and “g” (for a detailed treatment see, for instance, [32]). These theoretical topology-based distinctions have been extensively analyzed and investigated in behavioral studies [33], [34], [35]. Galton’s approach can be seen as an extension of Egenhofer’s intersection matrix that allows for a more differentiated categorization of topological relations. For instance, it allows for distinguishing between the relations “g” and “q” in Figure 2 where the number of disjoint components of the intersection of the two involved regions varies, while both are subsumed by the same relation in RCC and IM based on the fact that there exists an overlap between the two regions. Galton’s modes of overlap relations are based on a 2 × 2 matrix that essentially counts the numbers of regions with different overlap conditions between the two involved entities. More precisely, the matrix is defined as

\[
[A, B] = \begin{pmatrix}
 a & b \\
 c & d
\end{pmatrix}
\]

where

- \(x\) is the number of connected components of the intersection \(A \cap B\)
- \(a\) is the number of connected components of \(A\) without \(B\)
- \(b\) is the number of connected components of \(B\) without \(A\)
- \(c\) is the number of connected components of the outside area that does belong to neither \(A\) nor \(B\) \((A \cup B)\setminus (A \cap B)\)

The relation “a” in Figure 2, for instance, corresponds to the matrix \((\frac{1}{1})\) as there is no overlap between the circular object A and the candy-cane shaped object B, and \(A \setminus B, B \setminus A, (A \cup B)\setminus (A \cap B)\) each consist of a single connected region. In contrast, the matrix for “h” is \((\frac{1}{1})\) as all relevant regions consist of a single component except for the complement of \((A \cup B)\) (everything that does belong to neither \(A\) nor \(B\)), which has two connected components. In total, this approach allows for distinguishing 23 “simple” modes of overlap relations for regions without holes (see Figure 2) in which the elements of the overlap matrix do not get higher than two. In principle, however, the approach can distinguish an infinite
number of increasingly complex topological relations reflected by increasingly higher numbers in the matrix.

II. METHODS

We used category construction tasks [36], also referred to as free classification [37], and employed our custom made software solution CatScan. Participants were presented with graphical stimuli that were created based on distinctions made in the modes of overlap calculus. Examples are provided in Figure 2 and details are discussed in Section II-B. Participants created categories based on their own assessment of the stimuli. In the first two experiments, the instructions did not contain any indication of how many groups should be created. In the other two experiments, participants were explicitly instructed to create as many meaningful groups as possible. The participants’ category construction behavior of the last two experiments was then compared against 1) results from the first two experiments that did not require participants to create as many groups as possible and 2) categories (modes of overlap) that Galton’s approach would differentiate. We were able to show in previous experiments [33] that semantics has an influence on how people conceptualize qualitative spatial relations such as those identified by the RCC and IM models. We therefore used both a semantic and a purely geometric version of the graphical stimuli each (see Figure 1 for an example) leading to the $2 \times 2$ experiments.

A. Participants

For each of the four experiments we recruited 20 participants through Amazon Mechanical Turk. Details are as follows:  

- **geometric figures + regular instructions:**
  - 8 female, 12 male, average age 31.3
- **semantic figures + regular instructions:**
  - 8 female, 12 male, average age 36.0
- **geometric figures + many group instructions:**
  - 11 female, 9 male, average age 29.8
- **semantic figures + many group instructions:**
  - 6 female, 14 male, average age 28.8

1One participant in the geometric + many groups experiment and two in the semantic + many groups experiment self-reported an age of 100 years and were excluded from the average age calculation.

B. Materials

Using the modes of overlap relations defined by Galton [1] (see Figure 2) as a template, we created two sets of icons showing either two geometric shapes or an oil spill together with a protected habitat zone (Figure 1). We made the following modifications to the original set of formally distinguished modes of overlap: First, we felt it to be important to include a disconnected relation in addition to the relation where the two regions are externally connected. Hence, the original relation “a” (see Figure 2) has been split into “a” for the disconnected case and “aa” for the externally connected case. These two situations are not distinguishable by Galton’s overlap matrix but are distinguished in RCC-8 and Egenhofer’s 9-intersection model. Second, we included a distinction between tangential and non-tangential proper part, again made in both RCC-8 and IM, that captures whether the contained object in relation “d” touches the boundary of the containing object or not. As a result, the original relation “d” has been split into “d” for non-tangential proper part and “dd” for tangential proper part. Third, we omitted the following original relations as they would have required significant changes in the visualization: relation “e”, in which both regions have exactly the same spatial extension (which is difficult to visualize) and then relation “e”, the inverse of “k”, and relation “f”, the inverse of “d”, which would have required a complete reversal of the size differences between the two involved objects.

For each of the resulting 22 relations (Figure 2), we created four random variations in the following way: We produced a prototypical example configuration first, consisting of a circular region and a region in the form of a candy-cane, which allowed us to realize all relations without dramatic shape changes. The second, third, and forth variation were created by randomly rotating the prototypical example by an angle between 0-90 degrees, 90-180 degrees, and 180-270 degrees, respectively, followed by further scaling both regions down by a random factor between 0.8-1.0. Due to the constraints imposed by some overlap relations, the sizes of the candy-cane region are restricted to be relatively large in some cases (e.g., “i”, “j”, and “l”) and relatively small in some others (e.g., “d”, “dd”, and “k”). For those overlap relations in which the candy-cane region can be scaled down by 50% without changing the relation, we did so for the first and second variation. In the instructions, however, we explicitly asked participants to ignore size. This was the only way to ensure that certain modes of overlap relations are not singled out simply because they are larger or smaller as size is potentially a strong grouping criterion [38]. Finally, all icons were checked to ensure that the spatial relation in each variation is perceptual unambiguous as we are focusing on human concepts of space.

C. Procedure

We created a stand-alone Java version of our category construction assessment software, CatScan (see Figure 3), such that it is compatible with AMT. Recruitment and payment was organized through AMT but participants downloaded CatScan and ran it locally on their computers. A results file is created at the end of each experiments which participants had to upload back to AMT. We used the available AMT command line tools to be able to automatically generate HIT descriptions with a running participant number. Participants read the general HIT
FIG. 2. Modes of overlap including all of Galton’s 23 basic relations plus two additional relations added to these experiments (“aa” and “dd”). Relations in light gray were omitted from the experiments.

Fig. 3. CatScan Interface. Top: Initial screen; Bottom: Ongoing experiment.

In the analysis of the behavioral data collected, we will focus primarily on the category construction (conceptualization) behavior of participants in the four experiments: geometric figures + regular instructions (Geo), semantic figures + regular instructions (Sem), geometric figures + instructions to create as many meaningful groups as possible (GeoMany), and semantic figures + instructions to create as many meaningful groups as possible (SemMany). As a first analysis, comparing the number of groups participants created using one-way analysis of variance (ANOVA) showed that there are no statistically significant differences between the four experiments at the .05 confidence level. Likewise, comparing the time participants spent on the grouping task using ANOVA did not show any statistically significant differences either.

Figure 4 summarizes several aspects of multiple analyses we then performed on the participants’ grouping behavior. It shows a combination of heat maps and dendrograms (resulting from applying Ward’s clustering method) for the four experiments. The heat maps visualize the overall grouping behavior of all participants determined in the following way: A participant’s grouping behavior was recorded in a 88 × 88 matrix (88 is the number of icons in each experiment) similarity matrix in instructions and had to enter the participant number into the CatScan interface. We performed several pre-tests to tailor our experiment and instructions to the specifics of AMT and Turkers’ perspectives: a) We only allowed Turkers with a HIT approval rating of at least 95% to participate in this experiment; b) we split the payment into two components: Turkers received $1.50 for their participation in the experiments and had the option to earn an additional $1.50 as a bonus. They were informed that they would only receive the bonus in case they performed the category construction task thoroughly, label each category thoughtfully, and not use size as a grouping criterion. Each participant performed two tasks: a category construction task and a linguistic labeling task. All 88 overlap icons (4 for each of the 22 modes of overlap) for one of the two conditions (geometric or semantic) were initially displayed on the left side of the screen (Figure 3, top). Participants were required to create their own categories on the right side of the screen. After creating at least one empty category, they were able to drag and drop icons from the left side into a category on the right side (Figure 3, bottom). In the first two experiments, they were explicitly advised that there was no right or wrong answer regarding either the number of categories or which icons belong to which category (with the exception that they had to ignore size differences). In the other two conducted experiments, participants were additionally instructed to create as many meaningful groups as possible. Participants in all experiments had the opportunity to move icons between categories, move icons back to the left side, or delete whole categories. The main category construction experiment was preceded by a warm up task (sorting animals) to acquaint participants with the software. Participants performed a linguistic labeling task upon finishing the main category construction experiment. They were presented with the categories they had created and had to provide two linguistic descriptions: a short name of no more than five words and a longer description detailing their rationale(s) for placing icons into a particular category.

III. RESULTS

In the analysis of the behavioral data collected, we will focus primarily on the category construction (conceptualization) behavior of participants in the four experiments: geometric figures + regular instructions (Geo), semantic figures + regular instructions (Sem), geometric figures + instructions to create as many meaningful groups as possible (GeoMany), and semantic figures + instructions to create as many meaningful groups as possible (SemMany). As a first analysis, comparing the number of groups participants created using one-way analysis of variance (ANOVA) showed that there are no statistically significant differences between the four experiments at the .05 confidence level. Likewise, comparing the time participants spent on the grouping task using ANOVA did not show any statistically significant differences either.

Figure 4 summarizes several aspects of multiple analyses we then performed on the participants’ grouping behavior. It shows a combination of heat maps and dendrograms (resulting from applying Ward’s clustering method) for the four experiments. The heat maps visualize the overall grouping behavior of all participants determined in the following way: A participant’s grouping behavior was recorded in a 88 × 88 matrix (88 is the number of icons in each experiment) similarity matrix in
which a ‘0’ indicates that two icons were not placed into the same group, while a ‘1’ indicates that two icons were placed into the same group. An overall similarity matrix (OSM) is computed by summing up over the individual matrices of all 20 participants. Hence, similarity of two icons in the OSM is represented by a number ranging from 0 to 20. The heat maps in Figure 4 directly visualize the values in the OSM matrices using colors, white cells for 0 (least similar) and red for 20 (most similar) for the four experiments. The order of icons in rows and columns are adjusted based on the results of the cluster analysis using Ward’s method such that very similar icons are always neighbor to each other.

On a coarse level, a three-cluster structure can be found in all four experiments (see Figure 4). Cluster 1 contains all “g”, “h”, “i”, “j”, “k”, “l”, “m”, “n”, “o”, “p”, “q”, “r”, “s”, “t”, “u”, “v”, and “w” icons. Cluster 2 contains all “d”, “dd”, and “k” icons. Cluster 3 contains all “a”, “aa”, and “b” icons. Cluster 3 contains all “a”, “aa”, and “b” icons. While Figure 4 is showing only results from Ward’s method, we validated the results using different clustering methods (Ward’s method, average linkage, and complete linkage), following recommendations by [39] and [40]. The results are summarized in Table I and can be described as follows:

(1) We found strong indications that the mentioned three cluster solution is the most stable conceptual structure identified by participants across all four experiments independent of the semantics and the explicit instruction to create as many meaningful groups as appropriate. The three general relations distinguished in all four experiments are: non-overlapping configurations (Cluster 3), proper part relations (Cluster 2), and various modes of overlap (Cluster 1). Across all four experiments and all three clustering methods that we used...
for validation purposes, the three cluster solution shows no “classification errors”, that is, all three clusters each time contained the same icons.

(2) Across all four experiments the proper part relations, “d”, “dd”, and “k” are conceptually very close.

(3) Contextual factors such as changing the semantics of the relations involved and/or changing the instructions (i.e., explicitly asking participants to create as many meaningful groups as possible) does change the conceptual structure somewhat but does not change the big picture that the most intuitive distinction is indeed the one into non-overlapping, overlapping, and proper part relations. The most notable differences we found can be summarized as follows: The number of disconnected components of the intersection between the two regions becomes more relevant in the overall grouping behavior of the participants in the SemMany experiment. When the instruction to use as many meaningful groups as possible was present, those relations in which the intersection consists of a single connected region (i.e., “g”, “h”, “i”, “j”, “k”, “m”, “n”, and “o”) were distinguished from those relations in which the intersection consists of two disconnected regions (i.e., “p”, “q”, “r”, “s”, “t”, “u”, “v”, and “w”) in the resulting dendrograms for average linkage and Wards method (but not complete linkage). This difference is reflected in Galton’s model by different values for the element $x$ in the overlap matrix (Section I-C) and, hence, can be seen as evidence that counting the number of disjoint components as in the Galton approach can play a role under specific conditions. In the geometric experiment we find a similar but more pronounced effect insofar as the undifferentiated overlap cluster in Geo is separated into four sub-clusters in GeoMany (see again Figure 4) and that this finer level of granularity is holding against cluster validation analysis, that is, it is consistent across the different clustering methods. The four sub-clusters are:

- **Sub-cluster 1a**: all “p”, “q”, “u”, “t” icons
- **Sub-cluster 1b**: all “r”, “s”, “v”, “w” icons
- **Sub-cluster 1c**: all “i”, “j”, “n”, “o” icons
- **Sub-cluster 1d**: all “g”, “h”, “m”, “l” icons

Interestingly, this distinction into four sub-clusters is reflected in Galton’s approach by a combination of the values 1 and 2 for the $x$ and $y$ values in the overlap matrix (Section I-C). This means when encouraged to produce many groups, several participants adopted a similar approach as in Galton’s modes of overlap calculus but only with regard to two of the four parameters in the overlap matrix. Notably this means that the number of components of $B \setminus A$ played a role, while that of $A \setminus B$ did not (with $A$ being the circle and $B$ being the candy-cane shaped object).

**IV. Discussion**

The results provide a number of important insights into questions of granularities of intuitive and commonsense conceptualizations of two spatially extended entities overlapping one another. The most important finding is that overall the distinctions made by the original topological calculi RCC and IM are well reflected in the results presented here, that is, the concept of overlap is a cognitively robust concept even if finer distinctions are possible. However, RCC and IM themselves are specified on two different levels of granularity with five and eight relations, respectively [34]. In the context of this article, it is worthwhile to look at these different levels for two reasons: First, we might find that one level is more intuitive than the other. Second, while the fine (eight relations) version of both RCC and IM distinguish the same topological relations, the coarse (five relations) versions do not. The coarse versions of RCC and IM agree on merging proper part relations (here: “d”, “dd”, and “k”). This agreement is nicely reflected in the behavioral data as Figure 4 shows clearly that the proper part cluster is highly prominent across all four experiments (and all clustering methods, not visualized). This finding is also in line with research we conducted on topologically characterized movement patterns [12] and complex spatial relations [41]. RCC and IM disagree on whether disconnected and externally connected relations (here: “a”, “aa”, and “b”) or externally connected and partial overlap relations should be merged. It is clear from our results that overlap relations are separated from externally connected relations, however, in the geometric experiments and especially in combination with the many group instructions the conceptual glue between “a” relations, on the one hand, and “aa” and “b” relations, on the other, is weakened.

One critical finding sheds light on the role of contextual factors such as adding a semantic context to the characterization of spatial configurations. Up to now, there is no clear theory that would allow for predicting the influence of semantics on how spatial configurations are conceptualized. There are a number of approaches such as Coventry and Garrod’s *extra-geometric functional framework* [42], Talmy’s work on *force dynamics* [43], or Regier’s work on the *human semantic potential* [44], but they do not allow for making predictions easily on whether certain spatial relations identified in spatial calculi are conceptually similar or different [45]. Our own work has yielded results which underline the need for a more sophisticated theory of the semantics of spatial concepts. For example, in a recent set of animated experiments [46] we were able to show that the externally-connected relation (here: “aa”, “b”) is considered conceptually very different from the disconnected relation (here: “a”) in case the involved objects are an island and an oil spill. In contrast, the results obtained in the present experiments do not show this differentiation in either semantic experiment. This can be explained by the different characteristics of the reference entities (island versus protected habitat zone) and the semantic association that externally connected, in case of an oil spill making it to the shore, is the start of a disaster but in a static snapshot and with no processes directly related to the border at a habitat zone this distinction is not prominent for the habitat + oil spill pair.

Most interesting we find though that in the “many groups” experiments the semantic context glued together spatial relations especially when compared to purely geometric configurations. This is impressively demonstrated by the consistent finer granularities that surface in the geometric version of the “many groups” experiments. In other words, on purely geometric grounds participants make finer distinctions of modes of overlap when asked to do so, while this is not the case in the experiments with a semantic context.
V. Conclusions

Granularities, changes in granularity, and intuitive levels of granularities of spatial relations are essential for manifold cognitive computing efforts. The fundamental concept of space we addressed in this article is the overlap relation between two spatially extended entities. Overlap relations are identified in the most prominent qualitative spatial calculi (e.g., RCC and IM), but are treated as a single homogeneous concept. Galton’s modes of overlap calculus [1] accounts for potentially important distinctions within the concept of overlap, which could be relevant for both spatial thinking and for geospatial applications. While RCC does not easily allow for a finer distinction of different modes of overlap, the intersection model of Egenhofer’s approach lends itself for rendering qualitative distinctions between different modes of overlap more precise by designing an overlap matrix notation. Each mode of overlap is bounded by salient discontinuities in the formal qualitative description, that is, it can be considered invariant until changes in the configuration surface in changing values in the overlap matrix. In other words, it is assumed that the characterization captured by a specific combination of values in the overlap matrix identifies an infinite number of situations by singling out the essential characteristics under which they are identical (such as the four variations we created for every mode of overlap).

While some work in the area of event segmentation addresses issues of finer or coarser segmentation strategies [47], there have not been many approaches to explore the different levels of granularity for spatial relations from a cognitive perspective. We therefore combined four experiments in this article that we ran as a combination of our custom-made category construction software, CatScan, and the crowdsourcing platform Amazon Mechanical Turk. Two experiments in which we asked participants to create groups according to whatever criteria they deemed appropriate and two experiments using the same stimuli (geometric figures versus a semantic scenario with an oil spill and a protected habitat) but with the same stimuli (geometric figures versus a semantic scenario) results are comparable to laboratory experiments. We are, however, not only gaining efficiency by using a crowdsourcing platform but also by having a software that collects all experimental data efficiently and, importantly, analyses tools that allow for instantly analyzing at least the most basic data. We consider this an essential step toward cognitively grounding formal approaches designed for the interface of humans and machines but essentially for all kinds of classification and categorization tasks especially those that compare algorithmic and formal solutions to human behavior and cognition [50].
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